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ABSTRACT

The Lightning Forecasting Algorithm (LFA), a simple empirical procedure that transforms kinematic and

microphysical fields from explicit-convection numericalmodels intomapped fields of estimated total lightning

flash origin density, has been incorporated into operational forecast models in recent years. While several

changes designed to improve LFA accuracy and reliability have been implemented, the basic linear rela-

tionship between model proxy amplitudes and diagnosed total lightning flash rate densities remains un-

changed. The LFA has also been added to many models configured with microphysics and boundary layer

parameterizations different from those used in the original study, suggesting the need for checks of the LFA

calibration factors. To assist users, quantitative comparisons of LFA output for some commonly used model

physics choices are performed. Results are reported here from a 12-member ensemble that combines four

microphysics with three boundary layer schemes, to provide insight into the extent of LFA output variability.

Data from spring 2018 in Nepal–Bangladesh–India show that across the ensemble of forecasts in the entire

three-month period, the LFA peak flash rate densities all fell within a factor of 1.21 of well-calibrated LFA-

equipped codes, with most schemes failing to show differences that are statistically significant. Sensitivities of

threat areal coverage are, however, larger, suggesting substantial variation in the amounts of ice species

produced in storm anvils by the various microphysics schemes. Current explicit-convection operational

models in the United States employ schemes that are among those exhibiting the larger biases. For users

seeking optimum performance, we present recommended methods for recalibrating the LFA.

1. Introduction

Lightning from thunderstorms is recognized as posing

a significant threat to human life, with annual death tolls

in the United States alone comparable to typical death

tolls from tornadoes (Curran et al. 2000). Other parts of

the world experience even larger lightning casualty rates

(Holle 2008). The threat from lightning is particularly

large in the realms of outdoor labor and recreation,

where cloud-to-ground (CG) lightning flashes cause al-

most all the casualties. In the spring of 2018, for exam-

ple, some 215 lightning-strike fatalities and 60 other

injuries were reported just in Bangladesh (NIRAPAD

2018), with no guarantee that those reported casualty

numbers are complete. Some investigators have sug-

gested that worldwide annual lightning deaths may ex-

ceed 20000 (Holle 2016). Aside from the risk to human

life, CG lightning also causes problems with the agri-

culture industry, including casualties to farm animals,

and to the power generation and transmission industry

(Holle et al. 2005; Zhang et al. 2011). Although CG

flashes naturally pose the greatest hazard, even intra-

cloud (IC) lightning is capable of causing problems for

the aviation sector (see Laroche et al. 2015). In addition,
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IC lightning is usually the dominant contributor to total

lightning activity, which is often often closely related to

storm severity, with additional threats of tornadoes, high

winds, and hail (Williams et al. 1999; Gatlin andGoodman

2010; Schultz et al. 2017). Because of these concerns, in-

terest remains high in having reliable forecasts of the

amounts of total lightning expected from storms.

Early approaches to forecasting lightning were based

on analytical studies relating storm lightning rates to

storm electrical power and, often, to storm cloud top

height (Price and Rind 1992). These studies were con-

sistent with earlier speculations (Vonnegut 1963) and

were echoed by later observational research (Williams

1985). Later, other investigators based forecast methods

on statistical use of lightning climatologies (Bothwell

2005). Other methods were also implemented using

measures of predicted buoyant instability aloft, as de-

rived from numerical simulations (Bright et al. 2004).

These methods, however, tended to produce overly

broad forecast areas of lightning threat compared to

observations of thunderstorm coverage, and had diffi-

culty in providing quantitative flash rate guidance.

Recently, Lopez (2016) devised a calibrated lightning

flash scheme for use in global-scale models such as

those run by the European Centre for Medium-Range

Weather Forecasts (ECMWF), which uses gridded

fields from a parameterized convection model to build

lightning flash rate fields designed to match total re-

gional flash rate observations when integrated on time

scales of months or longer.

Meanwhile, at finer space and time scales, more

elaborate full electrification schemes were developed

for inclusion in explicit-convection numerical forecast

models (e.g., Mansell et al. 2002; Fierro et al. 2007; Lynn

et al. 2012). These latter methods offer considerable

detail and insight into storm electrical behavior, and

provide quantitative forecasts of lightning flash rates,

flash locations, and in some schemes, even flash type and

structure in simulated storms. However, even after sim-

plification of the complexities of modeling the lightning

discharge process (see, e.g., Fierro et al. 2007; Lynn et al.

2012; Fierro et al. 2013), most full electrification schemes

remain computationally intensive, and are still subject to

errors in their quantitative forecasts of lightning event

flash rates, owing to the complexity of hydrometeor

charging processes (see, e.g., Takahashi 1978; Emersic

and Saunders 2010), and the intrinsic low predictability of

deep convection in the parent explicit-convection model.

An important point is that many existing lightning

prediction schemes are designed for specific purposes

based on specific assumptions and are thus best judged by

their own preferred metrics. Lynn (2017), for example,

designed a physics-based Dynamic Lightning System

(DLS) and compared forecasts of lightning from the

DLS with those from other published schemes. The

primary metric used to evaluate the DLS was simply

the occurrence or nonoccurrence of lightning, but this

metric emphasizes scheme performance in marginal light-

ning threat situations and is not necessarily the metric best

suited for evaluating the other schemes.

McCaul et al. (2009) proposed a simple, empirical,

physics-based lightning forecast tool, called the Lightning

Forecasting Algorithm (LFA), which converts selected

proxy fields from convection-allowing models (CAMs;

see Kain et al. 2010) into time-dependent horizontal two-

dimensional fields of estimated total lightning flash origin

density. The lightning threat proxy fields used in the LFA

are the upward graupel flux (GFX) in the mixed phase

layer, approximated by the product of updraft speed and

graupel mixing ratio in the layer with temperature

of 2158C and the total vertical ice integral (VII). Both

proxies have been found in global observational studies

(Petersen et al. 2005; Cecil et al. 2005; Deierling and

Petersen 2008) to be strongly related to storm totalflash

rates, and are believed to have general validity, inde-

pendent of geography, season, or weather regime; the

observational study by Wiens et al. (2005) found both

updraft and graupel volumes to be important.

Since its introduction, interest in the forecasting

community has led to the incorporation of the LFA

into a number of explicit-convection forecast models,

allowing for more complete testing and analysis of its

performance in varying seasons and locations. To date,

the LFA has been added to the Weather Research and

Forecasting (WRF; Skamarock et al. 2008) Model, and

has been run daily at the National Severe Storms

Laboratory (NSSL), in the WRF ensembles run each

Spring by the Center for Analysis and Prediction of

Storms (CAPS) at the University of Oklahoma (Xue

et al. 2007), and in the operational hourly High-

Resolution Rapid Refresh (HRRR; see Alexander

et al. 2014) WRF runs disseminated by the National

Oceanic and Atmospheric Administration (NOAA)

National Centers for Environmental Prediction (NCEP).

More recently, the LFA was also used in a 10-member

ensemble of daily 48-h HRRR-like WRF forecasts fea-

turing fixed physics but diverse initial conditions, run

through late 2017 by the National Center for Atmospheric

Research (NCAR; Schwartz et al. 2015).

The LFA’s goal is to provide quantitatively calibrated

estimates of gridded total flash rate density (FRD)

that should, for any given regional convective outbreak

event, yield peak FRDs in the strongest simulated

storms that statisticallymatch those found in observations

of the strongest actual storms in the event, as measured

by trusted, well-validated lightning observing systems,
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such as the North Alabama Lightning Mapping Array

(NALMA; Krehbiel et al. 2000; Goodman et al. 2005).

The LFA emphasizes the strongest storms in simulated

and observed outbreaks, not only because they tend to

produce the most damaging weather, but also because

experience indicates that the explicit convection models

tend to predict the peak severity of the strongest storms

more faithfully than they predict storm numbers, sizes

and intensities at specific times and locations. For ex-

ample, when designing the LFA, McCaul et al. (2009)

found that cross correlations between peak FRDs in

observed storm outbreaks and peak values of the LFA

proxies in simulations of those outbreaks ranged up to

approximately 0.8. On the other hand, instantaneous

correlations between fields of observed and simulated

storm signatures are often so negligible that nontraditional

methods must be used (see Clark et al. 2014) to gauge

forecast usefulness. The LFA’s basic strategy is thus to

ensure accuracy of lightning forecasts for the strongest

storms predicted by contemporary CAMs, with the expec-

tation that future models will eventually depict accurately

all aspects of convective storms, once data assimilation

methods and other modeling improvements allow.

The LFA also seeks to depict realistically the areal

footprint of total lightning threat aloft in storm anvils by

using the proxy fields in conjunction with lower-bound

truncation thresholds that constrain the estimate of

maximum threat areal coverage in an event, so that it

matches statistically the observedmaximum threat areal

coverage. As a simple proxy-based diagnostic algorithm,

the LFA can in theory be applied to any suitable explicit-

convection model output that contains the needed kine-

matic, thermal, and microphysical fields.

In terms of spatial pattern, the LFA’s GFX-based

FRD fields resemble the VII-based fields, but GFX

shows more compact spatial footprints and more FRD

temporal variability. The temporal smoothness of VII is

likely due to the effect of the integrations used in its

computation. Thus, GFX and VII could both be prop-

erly calibrated, but GFX was more sensitive to storm

updraft time variation. Such temporal updraft variabil-

ity is important, because analyses of lightning ‘‘jumps’’

have exhibited utility in nowcasts of severe weather

(Schultz et al. 2017), and to the extent the forecast

models can accurately depict the time variations in

storm intensity, it is desirable that products like the

LFA also be able to reflect these properties. McCaul

et al. (2016) found preliminary evidence that the LFA

could accurately reproduce the amplitude and approxi-

mate frequency of occurrence of lightning jumps inWRF

simulations of a major severe weather outbreak.

GFX thus offers some advantages over VII with re-

spect to its ability to depict storm time variability. VII,

however, when properly calibrated, has the advantage

of better depicting the commonly seen spread of total

lightning threat into storm anvil regions, where explicit

occurrences of flash origins are rare, and thus not often

represented by GFX. To achieve an optimum overall

lightning threat product, having both a realistic time

variability but with a more realistic threat spatial foot-

print, McCaul et al. (2009) constructed a blended threat

field, based on a simple weighted average of the coca-

librated GFX and VII fields, followed by application of

a lower-bound threshold for diagnosed FRD to control

the threat footprint. Assignment of weights of 0.95 to

GFX and 0.05 to VII was found to preserve most of the

desired temporal variability of lightning threat, while

also producing a peak net spatial footprint roughly

consistent with NALMA observations of the peak areal

coverage of total lightning threat, as inferred from flash

extent density (FXD; Murphy and Demetriades 2005;

Lojou and Cummins 2005).

Although the LFA is based on a statistical treatment

of lightning using known lightning physics, there are

reasons to suspect that explicit full-electrification light-

ning schemes might ultimately prove to be more useful.

Such schemes could, if configured for their full capabil-

ities, yield information about lightning flash origin points,

flash structure, polarity, peak current, energy and charge

transfer, things that the LFA cannot easily do. However,

it remains the case at the time of this writing, that rigorous

explicit lightning discharge schemes remain costly, al-

though E-WRF’s use of a simplified lightning discharge

geometry allows for operational use at only a 10%–15%

run-time penalty (Fierro et al. (2013) compared to the

LFA. Even with simplifications, however, the explicit

schemes, despite greater precision, completeness, and

detail, remain tied to the parent CAM and its suscepti-

bility to general forecast errors associated with low pre-

dictability on the convective scale, just like the LFA.

The LFA uses two FRD calibration parameters, one

for GFX (critically important) and another for VII (less

important, as shown in the appendix), plus two FRD

thresholds, one a lower-bound threshold for the GFX-

based threat, to limit false alarms, and another for the

final blended threat, to ensure good matching of threat

areal coverage to FXD-based observations of actual

lightning threat coverage. As discussed herein, users of

the LFA should be aware of the possible need to check

and perhaps modify two of these parameters, the GFX

threat calibration factor that controls peak FRD, and

the blended threat FRD threshold that controls blended

threat areal coverage. Thus, the cost of the LFA’s por-

tability and simplicity is that users must be aware of

the LFA’s sensitivity to model physics, and be pre-

pared to examine the need to modify those two scheme
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parameters when applying the LFA in a customized

model system differing from that used in McCaul et al.

(2009). Use of the LFA in models having model meshes

finer than 2km may also require calibration checks, as

only meshes sized from 2 to 4 km have been tested thus

far. Although there is some sensitivity to model mesh

size even in the 2–4-km range, anecdotal evidence thus

far suggests that such sensitivities are much smaller than

those associated with model physics. We are not familiar

with any LFA model applications on meshes coarser

than 4km, but such use would not be recommended. The

LFA, of course, is only to be used with explicit convec-

tion models, and not with larger-scale models using pa-

rameterized convection.

Comparisons have been attempted by some authors of

the performance of the LFA versus operational versions

of full-electrification lightning forecast schemes such as

E-WRF (see, e.g., Fierro et al. 2013; Dafis et al. 2018),

who found evidence of E-WRF’s better skill scores with

only a small penalty in computation time. Some of the

results, however, should be viewed with caution, as only

the original version of the LFA (as in McCaul et al.

2009) was used, and that version was found by McCaul

et al. (2011, 2012) to be susceptible to false alarms, es-

pecially in cold-season systems. Use of the modified

LFA proposed by McCaul et al. (2011, 2012), likely

would curtail false alarms and improve the LFA skill

score statistics. In fact, McCaul et al. (2011, 2012) found

that the addition of the lower-bound GFX threshold of

1.5 flashes km22 (5min)21 greatly reduced the number

of cold-season false alarms, and also led to consistent

improvements of approximately 0.2 inHeidke skill scores

across cold, warm, and transitional seasons alike.

The original LFA, as published in McCaul et al.

(2009), was trained on a small but diverse set of observed

and simulated convective storm events occurring near

Huntsville, AL, carefully chosen to represent a wide

range of storm intensities and types so that the statistical

relations between simulated model proxies and obser-

vations of lightning could be reliably determined. All

simulations in the original paper used identical model

physics and microphysics configurations, but, in recog-

nition of expected sensitivities of the results to changes

in those parameterizations, it was recommended then

that LFA calibrations be rechecked whenever signifi-

cant changes are made to model physics parameteri-

zations or grid mesh spacings. The purpose of this

research is to explore the quantitative sensitivity of

the LFA output to a set of commonly used model

physics parameterizations, by examining the output

of WRF Model forecasts using those varied parame-

terizations against output from a trusted ‘‘reference

run.’’ However, no attempt is made here to perform

intercomparisons of LFA performance versus any other

lightning forecast scheme, a task that is beyond the

scope of the present research. The data and methods

used in studying the LFA physics scheme sensitivities

are presented in section 2, with results given in section 3.

In section 4, there is discussion of the findings and their

limitations and implications. Section 5 contains a sum-

mary and prospects for the future. Additional details

regarding the several basic improvements made to the

LFA since its original publication in 2009 are given in

the appendix.

2. Data and methodology

Although some insight might be gained from study of

LFA output variability among the several competing

regularly published LFA-equipped forecast model runs,

such study is complicated by the diversity of many other

details of the model configurations used. To study more

systematically the sensitivity of the LFA to choices of

commonly used model physics schemes, a daily en-

semble of 12 WRF CAM forecasts generated in Spring

2018 under the auspices of a National Aeronautics

and Space Administration (NASA) SERVIR Applied

Sciences Team Project by personnel in Huntsville,

Alabama, was examined. These ensemble runs covered

the convectively active regions ofNepal, Bangladesh, and

northeast India from March to May, during the peak

premonsoon severe weather season. This underserved

region of southern Asia is susceptible to intense lightning

activity, which the SERVIR ensemble was designed to

address, using a probability approach based on output

from the physics-diverse ensemble members. To han-

dle lightning threats, a simple but reliable and flexible

lightning scheme was desired, and the LFA was the

most portable scheme, and thus the most appropriate

choice.

The SERVIR ensemble consisted of 12 WRF config-

urations, derived from four choices of microphysics

schemes paired with three planetary boundary layer

(PBL) schemes. All other aspects of the ensemble

member simulations were held constant, except for the

use of randomized initial and boundary conditions de-

rived from members of the Global Ensemble Forecast

System (GEFS) ensemble, to promote enhanced diver-

sity of solutions. Although changing the model initiali-

zationmethod can introduce additional variability to the

forecast solutions, it is our belief that the effects of these

randomized initializations tend to fade into secondary

importance compared to the more enduring and specific

impacts of the microphysics and PBL choices, when

averaged over an entire season (3 months of forecasts),

as is done here.
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One of the 12 members of the ensemble featured

a model configuration using the WRF single-moment

6-class microphysics scheme (WSM6; Hong and Lim

2006) microphysics scheme, as in McCaul et al. (2009),

paired with the Mellor–Yamada–Jancić (MYJ; Janjić

1994) PBL scheme. This combination is similar to that

used regularly in the 4-kmNSSLWRF forecasts and has

gained widespread familiarity in the forecast commu-

nity. It is thus considered to serve as a ‘‘reference’’ or

benchmark result against which the LFAFRDestimates

from the other 11 scheme configurations can be com-

pared. The use of such a ‘‘reference’’ run was necessi-

tated by the absence of total lightning observational

data of LMAquality over the geographical study region.

Our original project plan was to study the LFA’s per-

formance in a version of WRF that used HRRR two-

moment microphysics in quasi-operational forecasts

across the continental United States (CONUS), em-

ploying high-quality ground-truth lightning data for

validation, but this had to be scrapped and redesigned

when unexpected and irreparable problems were found

in some of the LFA-related model fields. We then de-

cided to study the NASA/SERVIR ensemble results,

which, although lacking in high-quality ground-truth

lightning observations, provided 12 WRF Model con-

figurations for intercomparison, including one run sim-

ilar to the HRRR, the one run similar to the NSSL runs

that served as the ‘‘reference,’’ and 10 other runs as

a bonus.

In this paper we compare the LFA peak FRDmetrics

from the reference run with those from each of the other

11 ensemble members, and estimate multiplicative

recalibration factors appropriate for those 11 other

nonreference WRF configurations, the use of which

would make their peak FRD results match most closely

those of the benchmark MYJ-WSM6 reference config-

uration. We make no claim here of any inherent supe-

riority of WSM6—most microphysics schemes exhibit

idiosyncratic tendencies—but it happens that WSM6

was a reasonable choice to use when the original LFA

was being designed.

We also compare the lightning threat areal coverages

of the ensemble members and form analogous ratios

of reference areal coverage to that of each other scheme

in order to estimate recalibrated lower-bound threat

thresholds for each alternate scheme. In this case, the

ratio must be used as a divisor; however, because a ratio

in excess of unity implies a need to boost threat areal

coverage, which is accomplished by reducing the blended

threat threshold for that scheme. The details of these

recalibration procedures are described below.

Although it is not feasible to make an exhaustive

study of all possible configurations of choices of the

ever-evolving model physics schemes and their impact

on LFA performance, the present findings will at least

offer insight into the LFA’s overall sensitivities, provide

understanding of the possible range of errors on both a

seasonal-term and also a day-by-day basis, and show

how basic recalibrations might be performed on any

prospective model configuration.

The 12-member ensembles of WRF simulations were

executed over a domain covering Nepal, Bangladesh,

northeastern India, and the Himalayas (see Fig. 1), for

the spring and summer of 2018. Of the 92 days studied

here between 1 March and 31 May 2018, convective

storm events provided useful data on 73 days; the 19

excluded days either produced no convection, or con-

vection that was too weak to trigger LFA forecasts of

lightning threat, for one or more physics schemes.

The model was run on a 4km 3 4 km nested mesh,

with 42 terrain-following levels in the vertical (Case

et al. 2018). Forecasts began at 1800 UTC each day and

covered 48-h periods using a 20-s time step on the nested

mesh. As mentioned earlier, four separate microphysics

schemes were paired with three separate PBL schemes

to give 12-member physics-diversity ensembles for each

day. The schemes used for PBL were

1) Yonsei University (YSU; Hong et al. 2006);

2) Mellor–Yamada–Jancić (MYJ; Janjić 1994); and

3) Mellor–Yamada–Nakanishi–Niino; (MYNN; Nakanishi

and Niino 2006).

The microphysics schemes were

1) Morrison (Morr; Morrison et al. 2009).

FIG. 1. Map of forecast simulation domains used for this study.

The outer domain consisted of a 12 km 3 12 km mesh, while the

inner nested domain used a 4 km 3 4 km mesh.
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2) WRF single moment 6-class microphysics scheme

(WSM6; Hong and Lim 2006);

3) Thompson (Thom; Thompson et al. 2008); and

4) Goddard (Godd; Lang et al. 2007; Lang et al. 2011).

Initialization was accomplished in cold-start mode,

using an arbitrary but consistent set of 12 members

of the randomized Global Ensemble Forecast System

(GEFS; Zhou et al. 2017) data. To eliminate model

spinup effects, and to focus unambiguously and without

redundancy on the local daily convective cycle, analyses

were limited to forecast times from 6 to 30h inclusive.

Model output fields were saved every 1 h, including the

hourly fields of 1-h maxima (Kain et al. 2010), where

available. Of the 73 active storm days sampled, some of

the storm events were quite intense, with updrafts as

strong as 52ms21 noted on the 4 km 3 4km mesh.

Lightning event metrics were determined as follows.

For each convective event n ranging from 1 to 73, there

were three PBL options, with i ranging from 1 to 3, and

four microphysics options, with j ranging from 1 to 4, as

mentioned earlier. For each n and each physics option i

and j, the LFA FRDhourly maxima were found for each

hour from 6 to 30, and the largest of these values was

assigned as Fijn. LFAFRDoutput from theMYJ-WSM6

run was taken as reference run data for each convective

event. Since MYJ data were assigned as i 5 2, and

WSM6 data as j5 3, the reference FRDvalue for the nth

event was taken as F23n. Scatterplots were thenmade for

each ij physics combination, each containing all 73 use-

ful events, with F23n plotted along the y axis and Fijn

along the x axis. Best-fit linear relationships passing

through the origin (as in McCaul et al. 2009), were then

evaluated and drawn on the scatterplots, in the func-

tional form Fij(x) 5 aijx, where the slopes aij are deter-

mined by least squares fitting of origin-based straight

lines through the 73 available data points having FRD

values x 5 Fijn. Note that for each datum, there is an

error (actually a discrepancy) eijn5F23n2 aijFijn. If none

of the ij experiments showed any bias over the 73 data

points relative to F23n, then all slopes aij would be close

to unity. Physics scheme combinations that produce, say,

smaller LFA flash rate densities Fijn than the desired

F23n, would feature slopes greater than unity. The slopes

shown on each of the ij scatterplots thus may be taken as

recalibration factors that should be applied multiplica-

tively to each ij scheme combination’s Fijn FRD data so

as to yield results that are a statistical match to the

‘‘reference’’ value F23n.

Of course, the natural variability of simulated con-

vection produces scatterplots with most points showing

differences from the best-fit linear function. To estimate

quantitatively howmuch these variations differ from the

reference run, we calculated the rms errors using the eij
of all the 73 points in each ij physics plot, and also

the standard deviations of the off-diagonal differences

F23n 2 Fijn and then of the Fijn alone. Armed with this

information, the magnitudes of the differences in slope

‘‘SL_SIG’’ needed to allow conclusion that those slope

differences met 95% confidence criteria in a t test were

tallied (see, e.g.,Wilks 2011). The slopes aij and the slope

differences SL_SIG needed for statistical significance

are printed for easy inspection on each scatterplot. Note

that we have included the ij5 23 plot for completeness,

even though as expected, it shows a slope a23 of unity

and zero SL_SIG difference.

While the best-fit slopes aij exhibit variation from

panel to panel, it is also worthwhile examining the in-

trapanel slopes of individual daily data points from the

origin. This reveals the range of variability of LFA cal-

ibration accuracy from one storm day to another, re-

sulting from the effects of day-to-day fidelity of the

overall forecasts. To investigate this, we have calcu-

lated the slopes of every daily datum on each of the ij

experiment scatterplots, and mention in the results

section below some of the more salient findings from

that exercise.

The recalibration of a scheme to improve its accuracy

within a specific model configuration requires consid-

eration of not only peak flash rate density, but also

lightning threat peak areal coverage. This areal cover-

age assessment has many similarities to that described

above for recalibration of peak FRD, but also some

differences. In the specific case of areal coverage, we

first build scatterplots of areal fractions from the refer-

ence scheme versus those of the alternate schemes and

determine best-fit slopes bij. In this case, however, the

slopes bij are not used multiplicatively to boost or trim

the scheme’s areal fraction back to that of the reference

scheme, since in the LFA the ultimate areal coverage is

determined by an FRD threshold, which must be low-

ered (raised) to achieve an increase (decrease) in threat

area. Thus, to arrive at a recalibrated FRD threshold

that provides the desired threat areal coverage, the

reference scheme’s threshold, b23 5 0.072flashes km22

(5min)21, is divided by the factor bij. By design, the LFA

threat areal footprint is strongly influenced by VII and is

thus quite sensitive to cloud microphysics. This fact, in

concert with the specific topography of the VII field in

each storm anvil, makes it unlikely that the revised areal

coverage will increase by the exact desired factor bij. The

magnitude of the discrepancy is, however, small, as

discussed below, so that our procedure is actually quite

effective.

The amplitude and pattern of variations in the behavior

of the peakFRD slopes aij and peak areal coverage slopes
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bij, and their associated critical slope differences, are

thus the main subjects of this paper, and are described

and discussed below.

3. Results

For context, we provide Fig. 2, which illustrates the

simulated composite reflectivity field for an intense

convective storm system that was successfully forecast to

occur on 30 March 2018. Figure 3 provides the corre-

sponding LFAFRD field for this event at the same time.

This storm, fed by convective available potential energy

of at least 4000 J kg21, achieved simulated peak up-

draft speeds (not shown) at 1100 UTC 30 March 2018

of 39m s21, and also produced large hail, damaging

winds, and lightning that caused seven fatalities and

additional casualties. Peak composite reflectivities

simulated at 1100 UTC were close to 57 dBZ. The

peak LFA-prognosed FRD values in Fig. 3 exceeded

14flasheskm22 (5min)21, which, based on experience,

is a value large enough to suggest a high potential for

severe weather.

In Fig. 4, we present the 12 panels of scatterplots of the

73 stormy days for each of the 12 model physics con-

figurations. Each of the three columns features one

PBL scheme, and each row one microphysics scheme,

as marked. In what follows, our subscripts for PBL

schemes feature index i increasing to the right, while for

microphysics, the index j increases downward. From

Fig. 4 we observe that, while many of the best-fit slopes

are close to unity, some achieve values greater than 1.10,

reaching an extreme of 1.21 for aij 5 a33. It is seen that

only two experiments exhibit FRD slopes differing from

the benchmark value of unity by amounts greater than

their SL_SIG quantity, and thus can be said to have

calibration factors significantly different than the

benchmark run. Of particular interest is the fact that all

slopes a3j are above 1.10, showing that the MYNN PBL

scheme is vulnerable to larger bias errors than the other

PBL schemes. In fact, both of the experiments featuring

statistically significant differences from the benchmark

run use MYNN PBL physics. Inspection of the slope

values for the microphysics schemes indicates that the

Thompson scheme tends to have slightly larger slopes ai2
than the others (with the exception of WSM6 itself), but

even these do not differ from the a23 benchmark value

of unity by more than the SL_SIG values needed to

qualify as statistically significant differences. Note that

both the Thompson and MYNN schemes are employed

in the operational HRRR model.

There is also a subtle pattern in the scatter for the

Thompson microphysics scheme, which consists of en-

hanced scatter at both low and high values of Fijn. This

scatter shows a tendency toward reduced values of Fijn

for weak lightning events, and enhanced values for

strong lightning events. This possible bias tendency of

the Thompson scheme at low flash rates also seems to

promote the largest day-to-day ‘‘recalibration’’ errors

seen in the data, with one point’s slope value reaching a

magnitude of 11.0, indicating an approximate order-of-

magnitude underforecast of FRD versus the reference

scheme. This sort of occasional error is perhaps not

surprising, in view of the inherently low predictability in

forecasts of convective-scale phenomena.

By analogy with Fig. 4, we present in Fig. 5 the scat-

terplots of LFA threat areal coverage and their best-fit

FIG. 2. Instantaneous forecast map at 1100 UTC 30 Mar 2018 of

simulated composite radar reflectivity (dBZ). Calculated peak re-

flectivity at this time was nearly 57 dBZ, while peak updrafts sim-

ulated at 1100 UTC for this storm complex exceeded 39m s21.

FIG. 3. Instantaneous forecast map at 1100 UTC 30 March 2018

of LFA-derived flash rate density [flashes km22 (5min)21]. Peak

flash rate densities exceeded 14 flashes km22 (5min)21, suggestive

of a high probability of severe weather.
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curves for each of the ensemble members. As in Fig. 4,

the slopes for each scheme configuration indicate the

factor by which the diagnosed areal threat coverage

fraction needs to be boosted to match that of the ref-

erence run. Also shown is the fractional factor SL_SIG

by which a given scheme’s diagnosed threat area slope

needs to exceed or fall short of the reference run’s unity

value to qualify as having a slope difference that is sta-

tistically significant.

In Fig. 5, the findings reveal different patterns than

those seen in Fig. 4. In particular, all WSM6 schemes are

associated with slopes near unity, but the other schemes

show evidence of sizeable deviations from that standard.

The largest deviations occur with the Thompson mi-

crophysics scheme, where the slopes are consistently

near 2.0, with only relatively small modulations by the

PBL schemes. This indicates a strong tendency for the

Thompson scheme to produce less ice in storm anvils

than the WSM6-based reference model, leading to a

corresponding deficit of about half in VII-based threat

areal coverage. On the other hand, for both the

Morrison and Goddard microphysics schemes, the best-

fit area recalibration factor slopes range from about 0.5

to 0.7, indicating the need to shrink areal coverages

inferred from those microphysics schemes, which evi-

dently produce more anvil ice than WSM6. In general,

Fig. 5 shows that areal coverage is much more sensitive

to microphysics than PBL physics.

If recalibration of peak FRD output from one of the

11 studied schemes involves simple multiplication of

output FRD amplitudes by the slopes seen in Fig. 4, the

recalibration procedure for adjustment of peak areal

coverage back to reference values is almost as simple but

less precise. For any given best-fit slope diagnosed for

one of the 11 scheme configurations in Fig. 5, the task is

to boost (shrink) the diagnosed threat areal coverage

by a factor equal to that slope. To do this requires a de-

crease (boost) in the lower-bound critical FRD threshold,

and the simplest approach is to divide (rather than mul-

tiply) the basic critical threshold—given in the appendix

FIG. 4. Scatterplots of values of peak FRD from LFA blended lightning threat (LFA3) within ‘‘reference’’ MYJ-WSM6 run (plotted on

y axis in all 12 panels), vs the same threat from the other 11 model configurations (plotted on x axis in each panel). Each column features

one of three PBL schemes, as noted in the panel labels; each row features one of fourmicrophysics schemes, also shown in the panel labels.

Scheme abbreviated titles are as listed in the text. On each panel, the best-fit slope and critical deviation from unity (SL_SIG) needed to

infer statistically significant differences from the reference scheme with 95% confidence are marked for convenience. Note that panel

(i, j)5 (2, 3) is a plot of MYJ-WSM6 results against itself, so that the slope is unity and SL_SIG is zero. Units are flashes km22 (5min)21.

Note the tendency for larger best-fit slopes for the Thompson ‘‘Thom’’ microphysics and MYNN PBL schemes, suggesting they produce

less graupel than the reference schemes.
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as 0.072 flashes km22 (5min)21—by the best-fit slope

from Fig. 5. Such a decrease (boost) in critical threshold

will produce a larger (smaller) diagnosed threat areal

footprint.

While we propose using the slopes from areal cover-

age scatterplots in Fig. 5 as divisors into the baseline

critical FRD in order to perform recalibration for areal

coverage, it is acknowledged that such division does not

always guarantee new output having precisely correct

revised areal coverages. This is because the precise fall-

off of anvil ice hydrometeor amounts and associated

VII with distance from storm updraft cores may not

always be simple and well behaved. Tests have been

performed, however, on the most sensitive scheme

(Thompson), using the proposed method of dividing

the threshold critical FRD by the slopes in Fig. 5, and

these tests show that the resulting new threat areas are,

on average, generally within a few percent of the values

suggested as being needed by the slopes in the figure.

We thus conclude that our simple proposed recalibra-

tion method for areal coverage does indeed yield sat-

isfactory results.

The large low bias and also enhanced variability

of peak threat area in the Thompson microphysics

environment shown in Fig. 5 are seen mainly when ex-

amining the full peak threat area defined by the LFA

lower-bound critical FRD threshold. However, storm-

core threat areas reveal less scheme-to-scheme variability

when a larger FRD threshold of, say, 5.0 flasheskm22

(5min)21, is examined (not shown). This suggests that

most microphysics schemes yield a blend of large ice

hydrometeors in storm cores that is more consistent, at

FIG. 5. As in Fig. 4, but for values of LFA peak areal coverage fraction (see text) of blended lightning threat (LFA3) from ‘‘reference’’

MYJ-WSM6 run (plotted on y axis in all 12 panels), vs the same threat from the other 11 model configurations (plotted on x axis in each

panel). Scheme abbreviated titles are as listed in the text. On each panel, the best-fit slope and critical deviation from unity (SL_SIG)

needed to infer statistically significant differences from the reference scheme with 95% confidence are marked for convenience. As in

Fig. 4, panel (i, j)5 (2, 3) is a plot of MYJ-WSM6 results against itself, so that the slope is unity and SL_SIG is zero. Units are percentages.

Note the tendency formuch larger best-fit slopes for the three experiments using the Thompson ‘‘Thom’’ microphysics scheme, suggesting

it produces less anvil ice than the reference schemes.
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least for quantities used in the LFA, than the ice species

in outer anvils.

4. Discussion

The results show that both the MYNN PBL and

Thompson microphysics schemes tend to produce LFA

FRD results that differ from the reference MYJ-WSM6

model configuration more than most model scheme

configurations tested, although the size of the bias errors

is only about 10%–20% when averaged over a 3-month

convective season.All 11 alternatemodel configurations

gave smaller peak FRD values than the original MYJ-

WSM6 scheme, but only two experiments, both using

MYNN PBL physics, showed differences from the ref-

erence scheme that were large enough to be judged

statistically significant.

MYNN and Thompson both underforecast peak FRD

relative to the reference experiment, but Thompson had

the additional problem of showing larger threat areal

coverage deficits. The threat areal coverage differences

among the tested microphysics schemes were found to

be statistically significant, with the differences likely

attributable to variations in the amounts of anvil ice

produced by the various schemes. The reference scheme

involving MYJ-WSM6 occupies middle ground in terms

of handling threat areal coverage, while Thompson

produced threat areas too small, with Morrison and

Goddard too large. The effects of the PBL schemes on

areal coverage were less important than microphysics.

In summary, recalibration of peak FRD can be ac-

complished by multiplying the various schemes’ FRD

outputs by the slopes shown in Fig. 4, although the fact

that so few scheme combinations showed significant

differences from the reference run suggests there is

no urgent need to implement the FRD recalibration.

To recalibrate peak areal coverages, the LFA default

threshold of 0.072 must be divided by the slopes shown

in Fig. 5. The areal coverage sensitivities, unlike those

for peak FRD, were large enough to warrant recalibra-

tion in forecast applications that require accurate fore-

casts of lightning threat areal coverage. Although our

suggested areal threat recalibration method does not

guarantee precise statistical matching of areal cover-

ages, any resulting areal coverage errors appear to be

small enough to be ignored in practice. As with all

lightning forecast schemes, error budgets are generally

dominated by the overall day-to-day performance of the

parent convection model.

The Thompson microphysics scheme also tended to

underforecast lightning in weak storms and overforecast

it in a few very strong storms. This pattern could signal the

existence of a possible nonlinearity in the relationship

between actual observed peak FRD and the FRD proxy

fields used by the LFA, or the need to add an offset to

the regression line in the scatterplot. The latter option

implies in turn the possibility of a need to reduce the

lower GFX threshold of 1.5 flashes km22 (5min)21 (see

the appendix), in the Thompson scheme, in order to

boost GFX-based threat at the very low end of the storm

intensity spectrum. Further investigation is needed to

determine if nonlinear calibration of the LFA is actually

required when the Thompson scheme is used.

The large sensitivity of threat areal coverage to model

microphysics offers useful insight into the specific par-

titioning of hydrometeor types by each scheme, and thus

poses challenges for diagnosis of lightning threat ex-

tension into storm anvils using simulated ice hydrome-

teor fields alone. The sensitivities seen herein are not

unknown; they are in fact reminiscent of those discussed

in Gilmore et al. (2004) and Liu and Moncrieff (2007).

Ultimately, the need for recalibration of threat areas

back to a credible reference seems to be unavoidable for

statistically based lightning schemes such as the LFA.

There is at present insufficient information to say

whether the Thompson scheme’s peak FRD per-

formance idiosyncrasies might match LMA-quality

lightning ground-truth observations better than the

reference WSM6 scheme. As shown in the appendix,

onemajor changemade to the LFA in 2011 was to revise

the algorithm so as to let the sensitive field of graupel

flux GFX dictate the quantitative peak FRD estimate

(to whose peak amplitude both proxies are forced by

rescaling to conform), rather than the smoother field of

vertical ice integral VII. The main reasons this was done

included making the LFA more responsive to very high

flash rate storm events and providing more realistic

temporal response of the LFA to storm updraft intensity

changes, with both of whichVII had difficulty because of

its integral nature. It is not easy to validate the LFA on

storm events having very high flash rates, not only be-

cause of the rarity of such events, but also because of the

inherent observational difficulty of distinguishing indi-

vidual flashes in storms producing large numbers of

flashes that overlap one another in close time and space

proximity.

5. Summary and future prospects

The results shown here indicate that the LFA needs

only relatively modest adjustment of its basic linear

proportionality factor relating the GFX proxy to total

lightning FRD—by no more than about 20% or so—in

order to achieve a good match to the peak FRD output

from existing well-calibrated model versions. Most of the

tested model configurations did not exhibit calibration
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differences relative to the reference scheme that could

be called statistically significant. We leave it to the

forecast community to decide whether the relatively

small improvements in LFA FRDoutput described here

warrant LFA code modifications. Even if FRD recali-

brations are made, however, LFA users can expect that

the quantitative accuracy of peak FRD results will still

vary on a day-to-day basis, owing to the limitations of

model physical parameterizations, initialization data

and procedures, andmodel numerics, all of which produce

inherent uncertainty in model forecasts of small-scale

convective phenomena. Particular findings of interest

here are that theMYNNPBL scheme and the Thompson

microphysics scheme—both employed in the operational

HRRR forecast model—feature relatively large FRD

bias errors relative to the reference MYJ-WSM6 scheme;

in addition, the HRRR combination occasionally under-

predicts for very weak storms and overpredicts for very

strong ones.

The LFA lightning threat areal coverages turned out

to be more sensitive to model physics than did the FRD

output. The areal coverages varied in a statistically sig-

nificant manner for each of the microphysics schemes,

with lesser impact from PBL physics. Some microphys-

ics schemes yielded threat areal coverages larger than

the default WSM6 choice, while others yielded less. It

was found that the Thompson scheme showed the larg-

est discrepancies, underpredicting lightning threat areal

coverage by about half for all tested PBL schemes,

suggesting a need for an approximate 50% reduction

in the LFA FRD threshold that controls threat areal

coverage, from 0.072 down to about 0.036flashes km22

(5min)21, for contemporary versions of that microphys-

ics scheme only. Increases of the threshold by some-

what smaller factors were indicated for the Morrison

and Goddard schemes.

Additional observational studies that allow direct

comparison of HRRR LFA results with reliable light-

ning observations are needed to see whether the HRRR

physics configuration actually performs better than the

originalWSM6-based design; new space-borne lightning

observing systems such as the Geostationary Lightning

Mapper (GLM; Goodman et al. 2013), along with ex-

pansion of high-quality ground-based lightning de-

tection systems, should ultimately provide many new

opportunities for such validation work.
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APPENDIX

Operational Changes to the LFA

Since its original publication (see McCaul et al. 2009),

the increased use of the LFA in various research and

operational models has offered opportunities to exam-

ine its performance in real-world circumstances, and to

uncover ways to make it more robust. These real-world

tests have indeed led to a few changes in the details of

the LFA, as described below.

Results compiled from the 2010–11 daily WRF runs

by NSSL and 2011 runs by CAPS were examined and

used to make revisions to the LFA in 2012. Emphasis

shifted to the performance of the LFA over larger re-

gions and on year-round time scales, especially on pre-

viously unexamined cold-season nonconvective weather

scenarios and on rare but important very high-flash rate

convective storm events not available for earlier study.

Preliminary inspection of the 2010–11 LFA output sug-

gested weaknesses in the original LFA in these latter two

situations (see McCaul et al. 2011).

The use of the LFA on large CONUS-scale forecast

grids dictated a simple change in the handling of FRD

values on a latitude–longitude mesh. In the original

design study, only a small region surrounding the

Tennessee Valley was simulated, and for such small

domains, only a single center-of-grid latitude with its

own map factor was used in the conversion of gridcell

values of lightning flash rates to flash rate densities.

However, to ensure the LFA FRD calculations were in-

dependent of latitude on CONUS-scale grids and could

be used anywhere, latitude-dependent map-scale factors

were introduced starting in 2011 in all LFA versions

distributed to operational and research centers such as

NSSL, CAPS, NCAR, NOAA, and NASA. This step
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guaranteed that FRD values would always be given in

standardized units [i.e., flasheskm22 (5min)21].

A more significant change to the LFA following op-

erational experience dealt with prioritizing the twomain

proxy fields, GFX and VII, before the application of

weighted averaging in the blending step. This aspect was

reexamined when results from the original LFA were

found to underestimate FRD peaks in very high-flash

rate storms, because reliance on VII to control the FRD

values failed to handle very large FRD situations. An

overriding concern here is that, when performing a

weighted average of two correlated fields that are both

designed statistically to have similar peak magnitudes,

it is necessary to ensure both fields do in fact have the

same peak magnitudes in order to guarantee that the

blended field resulting from the weighted averaging also

inherits that same peak magnitude. Although both GFX

and VII are calibrated independently to produce sta-

tistically similar peak values, local statistical variations

of fields sometimes allow mismatched peak values. In

such cases, it is necessary to rescale one of the fields

prior to the averaging, so that the final blended field has

the desired peak amplitude. The only question is: Which

proxy field should have priority in the definition of the

diagnosed peak FRD amplitude?

Initially there were concerns that the coarser 4-km

grid mesh used in the NSSLWRF runs would reduce the

GFX-based threat values, owing to the likelihood of

smaller updraft values being simulated compared to

what might have been found on a 2-km mesh. On the

other hand, it was suspected that the VII field would be

less sensitive to this change of grid mesh. Thus, the

original version of the LFA used in the NSSLWRF runs

included a provision to forcibly rescale the GFX field by

the ratio of the peakVII value to the peakGFX value, in

the hopes that this would mitigate any loss in amplitude

that might be suffered by GFX in simulations on a

coarser mesh. While this approach was used in the early

applications to the NSSLWRF, other factors relating to

LFA performance in the quasi-operational environment

were ultimately found to be of overriding importance, as

discussed below. The end result is that the most recent

configurations of the LFA now require a forced rescal-

ing of theVII field so that it matches theGFXfield at the

time-dependent location of the latter’s peak value. This

rescaling is performed every hour during a typical WRF

Model run. The LFA thus modified was added to both

the NSSL and CAPS models starting with the 2010–11

period, without any other customization.

In all NSSL runs, to ensure the actual peak values

of NSSL WRF LFA-derived FRD were recorded for

analysis and comparison with LMA 5-min data, hourly

fields of the hourly maximum values of the simulated

GFX, VII and blended lightning FRD estimates were

saved and examined, as in Kain et al. (2010). Thus al-

though the peak FRD data from the WRF LFA and the

LMA networks did not have exactly the same space or

time resolutions, the coarser space resolution (2–4 km

versus 1 km) but finer time resolution (24 s versus 5min)

of the LFA data tended to counteract each other to yield

LFA values that compared favorably to those from

LMA. The calibration process of comparing simulated

LFA proxy data to observed LMA data, each on their

own time and space grids, was allowed to handle the final

step of quantitatively relating the simulated and ob-

served data at resolutions conveniently obtainable from

each datastream. The end result was that the NSSL

WRF LFA provided quantitative guidance based on the

model 4-km gridded data that compared well statisti-

cally with LMA FRD observations of the same events

on an imposed 1-km grid.

Operational use of the LFA also revealed a tendency

for the algorithm to overestimate lightning FRD in cold-

season storm systems. This bias was also found to come

mostly from the VII field, which often exhibited signif-

icant magnitude even in the absence of actual convec-

tion. The GFX field was less prone to show this bias,

although some susceptibility occurred in forecast simu-

lations that erroneously assigned too much convective

character to winter precipitation systems.

As NSSL WRF output were available daily on an

ongoing basis, LFA statistics were accordingly studied

year-round to examine its robustness of performance

across the seasons. The seasonal results appeared to be

most clearly stratified in terms of three categories: cool-

season, transitional season, and warm season. In each of

the wide-ranging weather patterns encountered within

these categories, some of which were nonconvective,

distinct LFA bias and skill patterns emerged. These er-

ror patterns were not evident in the original LFA study

of McCaul et al. (2009), which was restricted only to a

relatively small set of weather events dominated by deep

convection of varying types and intensities, and lacked

null events and events strongly contaminated with cold

stratiform clouds.

In the cool-season forecasts from the NSSL WRF, a

sizable number of false alarm lightning threat events

(days) were diagnosed from the original LFA scheme,

which employed a lower-bound GFX FRD threshold of

only 0.01 flashes km22 (5min)21 to eliminate spurious

noise. A contingency table based on LFA output from

the two winter periods January–March 2010 along with

December 2010–March 2011 (not shown, see Fig. A2

in McCaul et al. 2011) revealed that 40 days of false

alarm events were found in those cool-season months.

In studying these cool-season cases, care was taken to
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exclude the occasional anomalous warm convective

events. The preponderance of cases was ‘‘true nulls,’’

although there was a single ‘‘hit’’ consisting of a rare

winter thundersnow event in the Tennessee Valley area

on 10 January 2011, which was successfully prognosed

by the WRF and LFA. There were no ‘‘miss’’ events in

these two winters. Based on these cool-season results, it

was suspected that most of the false alarms were caused

by too-large amounts of VII and occasionally GFX

within typical cool-season stratiform cloud systems, the

latter of which were able to override the small GFX

thresholds in such systems during the weighted averag-

ing step that creates the blended lightning threat. Thus

it was thought that it might be helpful to boost the FRD

threshold in GFX to a larger value that would elimi-

nate most of the false alarms without sacrificing the

thundersnow hit, or other true convective hits in other

seasons.

To study this issue further, the contingency table of

LFA daily event output for the warm-season months of

June–August in both 2010 and 2011 was then consulted.

For the LFA configured with the original small lower-

bound GFX FRD of 0.01 flashes km22 (5min)21, the

results were found to be dominated by hits (169), with

only 11 false alarms. There was one true null event, and,

as in the cool-season study, nomisses. The fact that there

are no misses in both the cool season and warm season

periods suggests that WRF is somewhat over aggressive

in its forecasts of deep convection.

Based on study of the FRD values in these two years

of daily events, it was apparent that the GFX lower-bound

FRD threshold could be raised to 1.50 flashes km22

(5min)21 without losing true convective lightning threats,

while retaining the correct prognosis for the single winter

thundersnow event. Reassessment of the cool-season

contingency table using this higher threshold showed

that the number of false alarm cases was reduced 85%

down to 6, without diminishing the numbers of hits and

true nulls. Meanwhile, application of the higher FRD

threshold to the warm-season data yielded an addi-

tional reduction of false alarm cases from 11 down to 9.

There was an insufficient number of true winter thun-

dersnow events to be able to determine if a revised

FRD threshold other than 1.50 flashes km22 (5min)21

might have improved these contingency statistics fur-

ther, while still identifying thundersnow events satis-

factorily. No attempt was made to try to reduce the false

alarm rate by more than the 85% already achieved, as

it was believed that the remaining false alarms were

likely the result of the inevitable occasional subpar

model forecasts, and that further attempts to reduce

false alarms might compromise the existing high prob-

ability of detection. In fact, many of those remaining

winter false alarms appeared to be WRF forecasts of

sleet, most of which constituted localized erroneous fore-

casts of precipitation hydrometeor type.

Note that a lower-bound threshold of 0.4 flashes km22

(5min)21 has always been applied to the VII field.

However, as shown below, this limit is found to play

only a minor role, as the small threat values it allows in

the blending step are later eliminated by another overall

FRD threshold applied during the blending step, which

is described in the last paragraph below and in Fig. A1.

Thus, no further discussion of this early VII threshold

is needed.

Standard skill statistics scores for the low-FRD and

higher-FRD threshold versions of the LFA have been

provided in McCaul et al. (2012). For both cool season

and warm season events, improvements in both totals

skill scores (TSS) and Heidke skill scores (HSS), and

reductions in bias errors were evident. HSS values

generally improved by approximately 0.20 using the

new higher GFX lower-bound threshold to curtail

false alarms.

To estimate the optimum blended threat FRD

threshold needed to produce the peak LFA threat areal

coverage that best matches LMA observations of peak

FIG. A1. Scatterplot of simulated (y axis) peak areal footprint

fractions of LFA-diagnosed lightning threat, for a series of as-

sumed lower-bound FRD threat thresholds (denoted by columns

of 1 symbols), vs actual LMA-observed peak areal footprints

(x axis) derived from flash extent density data. The magnitudes

of threat FRD threshold are shown for a sample event along

the right side of the plot. Dates of the storm events studied and

their assigned event numbers are provided on the figure; all events

were studied using observations from the North Alabama Lightning

Mapping Array. Dashed line indicates the true diagonal, which

intercepts the various threshold columns at a best-fit value of

0.072 flashes km22 (5 min)21.
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FXD areal coverage, we collected output from a set of

NSSL WRF forecasts of 21 diverse convective events,

and stratified them by peak LMA FXD areal coverage

(Fig. A1), depicted on the abscissa, and then plotted a

series of points along the ordinate, one for each of

the LFA threat areas resulting from each of a series

of specified increasing values of assumed LFA FRD

threshold. The value of LFA FRD threshold that fit the

diagonal of this plot in a least squares sense was then

determined and used as the optimum threshold value in

the revised algorithm. As Fig. A1 shows, this optimum

value turned out to be 0.072 flashes km22 (5min)21. This

value is slightly lower than the value obtained inMcCaul

et al. (2014) based on cursory visual inspection of an

early version of Fig. A1. Note that the figure shows that,

while reasonable values of threshold often straddle the

diagonal of the plot, there are some storm events for

which the LFA underestimates the threat areal cover-

age, and others for which it overestimates it. Because of

the lack of LMA data in India–Bangladesh, it was not

possible to develop a plot like Fig. A1 for the cases that

are the subject of this paper.

The equations used in assigning LFA lightning threats,

and the history of all relevant parameter values used in

the evolving algorithm are summarized in Table A1.
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